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Deformable objects

Images from D. Ramanan’s dataset 2



Images from Caltech-256
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Challenges

• High intra-class variations
• Deformable

• Therefore…• Therefore…
– Part-based model might be a better choice !
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Part-based representation

• Objects are decomposed into parts and 
spatial relations among parts

• E.g. Face model by Fischler and 
Elschlager ‘73Elschlager ‘73
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Overview
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HOG  features

• Repeat for all levels of an image pyramid at multiple scales

7



Filters

• Filters are rectangular templates defining 
weights for features

F

8

HOG pyramid HImage pyramid

Application of filter F:



Part Filters

• Coarser details for the root filter (whole 
object) and finer details for part filters
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Model

• A model consists of a root filter F0 and part 
model (P1,…,P6),  Pi = (Fi, vi, si, ai, bi)

– Fi : filter

– (vi,si) : location and size of part positions box
– (ai,bi) : deformation cost parameters
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Placement

• A placement of a model in a HOG pyramid:
z = (p0,p1,…,p6)

– Part location should be in double resolution level
– Given a model, part location must a legal one in that 

model
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Placement Score

data term                                     deformation cost
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• ∈[-1,1] are the relative placement of the part inside
it’s box

• Using dynamic programming to find best placement



Placement Score

• The score can also be expressed as a dot
product where:
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Learning
• Training data consists of images with labeled 

bounding boxes
• We aim to learn the model structure

– Filters, deformation costs
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Latent SVM

• β : a model

• x : an image or detection window

• z : filter placements  (Latent Variables)
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Latent SVM

• Find optimal β:

• Problem: expression is not convex

16



Latent SVM : Try I

• Solve by coordinate descent:

1.Initialize model β by some heuristic
2.Given β, find the latent variables2.Given β, find the latent variables

• calculating optimal positioning for each example

3.Given a fixed z, solve the Linear SVM to 
find a new model β`
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Latent SVM: Semi Convexity

• Many examples (mostly negative ones) 
make the 2nd stage expensive
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• Observation: Target function is convex for 
negative examples since      is convex in β



Latent SVM : Try II

• Solve by coordinate descent:

1.Initialize model β by some heuristic
2.Given β, find the latent variables 2.Given β, find the latent variables 

• calculating optimal positioning for positive examples

3.Given a fixed z for positive examples, 
solve the convex optimization problem for 
a new model β`
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Model Initialization

• Root Filter
– Select root filter size

• Common ratio
• 80%-tile size

– Train root filter by linear SVM on stretched
unoccluded examples.

– Find optimal positioning on all examples and
retrain.
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Model Initialization

• Part Filters
– Select filter size

• 6*area = 80% root area

– sequentially choose area having high positive
energy in the root filterenergy in the root filter

– Initialize filter by interpolating matching root
filter to double precision

• Deformation:
a = (0,0) , b = (-1,-1)
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Data Mining Hard Negatives

• Hard examples:

• Initialize C with positive examples and
random negative examples.random negative examples.

• Iterate:
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Results: Models
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Results: Detection
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Pascal VOC Challenge results
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Pascal2006 Person
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